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Abstract

IMPORTANCE When evaluating surgeons in the operating room, experienced physicians must rely on live or recorded video to assess the surgeon’s technical performance, an approach prone to subjectivity and error. Owing to the large number of surgical procedures performed daily, it is infeasible to review every procedure; therefore, there is a tremendous loss of invaluable performance data that would otherwise be useful for improving surgical safety.

OBJECTIVE To evaluate a framework for assessing surgical video clips by categorizing them based on the surgical step being performed and the level of the surgeon’s competence.

DESIGN, SETTING, AND PARTICIPANTS This quality improvement study assessed 103 video clips of 8 surgeons of various levels performing knot tying, suturing, and needle passing from the Johns Hopkins University–Intuitive Surgical Gesture and Skill Assessment Working Set. Data were collected before 2015, and data analysis took place from March to July 2019.

MAIN OUTCOMES AND MEASURES Deep learning models were trained to estimate categorical outputs such as performance level (ie, novice, intermediate, and expert) and surgical actions (ie, knot tying, suturing, and needle passing). The efficacy of these models was measured using precision, recall, and model accuracy.

RESULTS The provided architectures achieved accuracy in surgical action and performance calculation tasks using only video input. The embedding representation had a mean (root mean square error [RMSE]) precision of 1.00 (0) for suturing, 0.99 (0.01) for knot tying, and 0.91 (0.11) for needle passing, resulting in a mean (RMSE) precision of 0.97 (0.01). Its mean (RMSE) recall was 0.94 (0.08) for suturing, 1.00 (0) for knot tying, and 0.99 (0.01) for needle passing, resulting in a mean (RMSE) recall of 0.98 (0.01). It also estimated scores on the Objected Structured Assessment of Technical Skill Global Rating Scale categories, with a mean (RMSE) precision of 0.85 (0.09) for novice level, 0.67 (0.07) for intermediate level, and 0.79 (0.12) for expert level, resulting in a mean (RMSE) precision of 0.77 (0.04). Its mean (RMSE) recall was 0.85 (0.05) for novice level, 0.69 (0.14) for intermediate level, and 0.80 (0.13) for expert level, resulting in a mean (RMSE) recall of 0.78 (0.03).

CONCLUSIONS AND RELEVANCE The proposed models and the accompanying results illustrate that deep machine learning can identify associations in surgical video clips. These are the first steps to creating a feedback mechanism for surgeons that would allow them to learn from their experiences and refine their skills.

Key Points

- Question Can deep machine learning models be used to assess important surgical characteristics, such as the type of procedure and surgical performance?
- Findings In this quality improvement study of 103 video clips of table-top surgical procedures, performed by 8 surgeons and including 4 to 5 trials of 3 surgical actions, deep machine learning obtained a mean precision of 0.97 and a mean recall of 0.98 in detecting surgical actions and a mean precision of 0.77 and a mean recall of 0.78 in estimating the surgical skill level of operators.
- Meaning In this study, automatic processing of short surgical video clips by deep machine learning accurately identified and assessed surgical performance.
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Introduction

Capturing the most important characteristics of safe surgery has long been the goal of surgical performance evaluation. Several tools for achieving this aim have been proposed. For instance, the Global Operative Assessment of Laparoscopic Skills evaluates the depth perception, bimanual dexterity, efficiency, tissue handling, and autonomy of surgeons, and the Objective Structured Assessment of Technical Skill assesses categories such as respect for tissue, time and motion, instrument handling, knowledge of instruments, flow of operation, use of assistants, and knowledge of the specific procedure. However, these rating tools are not free from bias and can be challenging to implement, given that they require considerable time and effort from experienced surgeons.

Despite these concerns, these methods continue to serve as the criterion standards for categorically isolating areas of improvement for surgeons.

In this study, we tested 2 machine learning algorithms to assess surgical performance on labels calibrated across expert raters. The first algorithm transformed video frames into a low-dimensional representation and used deep neural networks to learn the spatiotemporal characteristics of the video. The second approach explicitly captured the pixel-level outlines (ie, a segmentation) of surgical instruments in each frame. Accurately detecting and tracking surgical instruments within each of these clips would allow for a fine-grained analysis of instrument handling, elegance of motion, and autonomy over the course of the surgery. We sought to train our neural networks to estimate surgical actions and performance measures associated with the Objective Structured Assessment of Technical Skill or Global Operative Assessment of Laparoscopic Skills scores based on extracted features from each video. Because the outcomes of interest (eg, dexterity) involve highly interdependent aspects of both spatial and temporal features, we aimed to create neural network models that would be sensitive to the dynamics of change over time.

Methods

This study followed the Standards for Quality Improvement Reporting Excellence (SQUIRE) reporting guideline. This study was approved by the Unity Health Toronto research ethics board.

Data Set

We used the Johns Hopkins University–Intuitive Surgical Gesture and Skill Assessment Working Set, which consists of 103 video clips showing curated table-top surgical setups and includes kinematic measurements (ie, articulation and velocities of joints) from 8 surgeons performing 4 to 5 trials of 3 surgical actions, such as knot tying, needle passing, and suturing. All participants, both patients and surgeons, provided written informed consent. The data were captured using the DaVinci Robotic System (Intuitive Surgical) and came with manually annotated labels that corresponded to performance scores defined by a modified version of Objective Structured Assessment of Technical Skill, specifically the global rating scale (GRS). The GRS excluded certain categories, such as use of assistants, because each clip depicted a surgeon completing a short procedure in a controlled environment where assistance is not available. The GRS used a Likert scale with values ranging from 1 to 5 for respect for tissue, suturing and needle handling, time and motion, flow of operation, overall performance, and quality of product.

The Johns Hopkins University–Intuitive Surgical Gesture and Skill Assessment Working Set has a well-defined validation scheme that allows for a structured comparison of novel algorithms. The scheme includes leave-one-supertrial-out (LOSO), in which 1 of 5 trials is removed from the data set and used for validation for each procedure, and leave-one-user-out (LOUO). This scheme allows for an objective comparison of approaches and has been used by several independent researchers such as DiPietro et al, Sarikaya et al, Lea et al, and Gao et al, who attempted to estimated surgical actions and quantify surgical skill. This data set was collected as a collaboration between Johns...
Hopkins University and Intuitive Surgical, within an institutional review board–approved study and has been released for public use.1

Sequence Modeling of Embedding Representations
Autoencoders are neural networks that are trained to accurately recreate and therefore represent input data. Specifically, they learn to decompose the input into a smaller set of signals,11 called an embedding. For example, an autoencoder neural network can consist of 2 stages, as follows: (1) an encoder that compresses information into the embedding and (2) a decoder that tries to reconstruct the original input from the embedding. These 2 stages can be jointly trained to find the optimal, smaller set of dimensions and are depicted in Figure 1; the left portion shows the encoder, which applies a series of mathematical operations to the input to decrease data dimensionality, and the right portion shows the decoder, which then applies a series of functions to recreate the original image. The resulting discrepancy in pixel values between the original and reconstructed images is called the reconstruction error, and minimizing this error is the goal of training the network.

In this study, the input and output images were resized to 224 × 224 pixels (with 3 color channels each), and the embeddings consisted of 361 elements, set empirically. Given that the model did not require any additional data or labels for the training process, it is what is known as a self-supervised model.12 The resulting embeddings represent the frames of the surgical video clips in a much more compact form and are used to train a temporal model. The technical details for implementation have been summarized in the eAppendix in the Supplement.

Sequence Modeling of Key Point Features
Instead of encoding entire video frames as embeddings, we can explicitly represent only the instruments in those frames using key points, which are the pixels on a segment that define that segment (e.g., the tip of a needle driver). The presence of a certain instrument as well as its orientation, position, and size are all computable from these key points. We only extracted key points that are required to estimate surgical performance and actions. This method creates a technique called semantic segmentation, which outlines and labels regions in an image,13 i.e., an instrument or the background. Obtaining key point representations requires certain characteristics of the instruments, such as orientation and position, that appear within each frame. We then used a neural network to capture the changes of these characteristics over time.

Statistical Analysis
The statistical tests used to validate the performance of the proposed models were precision, recall, and the F1 score. These metrics are prevalent in the machine learning community for classification tasks. Precision is a measure of the number of true-positives divided by the sum of the true-positives and the false-positives. Recall is a measure of the number of true-positives divided by the sum of true-positives and false-negatives. The F1 score represents the balance that exists between the precision and recall scores. It is defined as the product of precision and recall divided by the sum of precision and recall. All models were trained using PyTorch version 1.3. No prespecified threshold for statistical significance was set. Data were analyzed from March to July 2019.

Results
Sequence Modeling of Embedding Representations
We initially experimented with an autoencoder to find the smallest embedding dimension that would allow for constructing a discernible image. Using these embeddings, we trained the autoencoder using both the LOUO and LOSO validation schemes.6 The LOUO and LOSO schemes require averaging metrics across all 8 surgeons and all 5 trials, respectively. Table 1,8,10,14-18 and Table 2 show the results. The embedding representation analysis outperformed the previous state-of-the-art models and did so without using any kinematic data, which was required in previous work that was...
not robot assisted. For example, for suturing, the embedding representation analysis using LOSO had a mean (root mean square error [RMSE]) accuracy of 0.97 (0.03), a mean (RMSE) precision of 1.00 (0), a mean (RMSE) recall of 0.94 (0.08), and a mean (RMSE) F1 score of 0.97 (0.04). Using the LOUO, the embedding representation analysis had a mean (RMSE) accuracy of 0.84 (0.20), a mean (RMSE) precision of 1.00 (0), a mean (RMSE) recall of 0.88 (0.21), and a mean (RMSE) F1 score of

Figure 1. Embedding Representation Analysis Architecture

The proposed end-to-end model can be used as a classifier to predict surgical actions and self-reported skill and also as a regression model, which predicts scores on the Likert-scale for each category of the Global Rating Scale (GRS). 2-D indicates two-dimensional; and ReLU, rectified linear unit.
0.92 (0.14). The second highest-performing model on accuracy was from the study by Forestier et al., with an accuracy of 0.94 (RMSE not reported). The second highest mean (RMSE) precision score (0.93 [0.01]), mean (RMSE) recall score (0.97 [0.01]), and mean (RMSE) F1 score (0.92 [0.01]) belonged to the LOSO model presented by Gao et al.

Overall, the embedding representation had a mean (RMSE) precision of 1.00 (0) for suturing, 0.99 (0.01) for knot tying, and 0.91 (0.11) for needle passing, resulting in a mean (RMSE) precision of 0.85 (0.09) for novice level, 0.67 (0.07) for intermediate level, and 0.79 (0.12) for expert level, resulting in a mean (RMSE) precision of 0.77 (0.04). Its mean (RMSE) recall was 0.85 (0.05) for novice level, 0.69 (0.14) for intermediate level, and 0.80 (0.13) for expert level, resulting in a mean (RMSE) recall of 0.78 (0.03) (Table 1).

Our tool also estimated scores for GRS categories when used as a regression model, with a mean (RMSE) accuracy of 0.54 (0.03) for suture handling, 0.32 (0.14) for time and motion, 0.46 (0.10) for

### Table 1. Surgical Task Recognition Literature Review

<table>
<thead>
<tr>
<th>Source</th>
<th>Data type</th>
<th>Scheme</th>
<th>Model</th>
<th>Metric</th>
<th>Mean (RMSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gurcan et al</td>
<td>Kinematic</td>
<td>Holdout</td>
<td>MS-RNN</td>
<td>Accuracy</td>
<td>0.90 (0.08)</td>
</tr>
<tr>
<td>Sarikaya et al</td>
<td>Kinematic</td>
<td>Holdout</td>
<td>Optical flow</td>
<td>Accuracy</td>
<td>0.91 (0.01)</td>
</tr>
<tr>
<td>Tao et al</td>
<td>Kinematic</td>
<td>LOSO</td>
<td>Sparse HMM</td>
<td>Accuracy</td>
<td>0.81 (NA)</td>
</tr>
<tr>
<td>Seffati et al</td>
<td>Kinematic</td>
<td>LOUO</td>
<td>SC-CRF</td>
<td>Accuracy</td>
<td>0.80 (NA)</td>
</tr>
<tr>
<td>Forestier et al</td>
<td>Kinematic</td>
<td>LOSO</td>
<td>AS-DTW</td>
<td>Precision</td>
<td>0.93 (0.01)</td>
</tr>
<tr>
<td>Gao et al</td>
<td>Kinematic</td>
<td>LOSO</td>
<td>AS-DTW</td>
<td>Recall</td>
<td>0.93 (0.01)</td>
</tr>
<tr>
<td>Lea et al</td>
<td>Video</td>
<td>LOUO</td>
<td>ST-CNN with</td>
<td>Accuracy</td>
<td>0.74 (NA)</td>
</tr>
<tr>
<td>Tao et al</td>
<td>Video</td>
<td>LOUO</td>
<td>BoSTF</td>
<td>Accuracy</td>
<td>0.85 (NA)</td>
</tr>
<tr>
<td>Liu et al</td>
<td>Video</td>
<td>LOUO</td>
<td>TCN</td>
<td>Accuracy</td>
<td>0.82 (NA)</td>
</tr>
<tr>
<td>Embedding</td>
<td>Video</td>
<td>LOUO</td>
<td>bi-LSTM</td>
<td>Accuracy</td>
<td>0.97 (0.03)</td>
</tr>
<tr>
<td>Key point</td>
<td>Video</td>
<td>LOUO</td>
<td>bi-LSTM</td>
<td>Precision</td>
<td>1.00 (0)</td>
</tr>
</tbody>
</table>

Abbreviations: AS-DTW, asymmetric subsequence–dynamic time warping; bi-LSTM, bidirectional long short-term memory; BoSTF, bag of spatiotemporal features; DIP, discriminative interpretable patterns; HMM, hidden Markov model; KT, knot tying; LOSO, leave-one-supertrial-out; LOUO, leave-one-user-out; MS-RNN, multimodal stochastic recurrent neural network; NA, not applicable; NP, needle passing; RMSE, root mean square error; SC-CRF, skip chain–conditional random field; ST, suturing; ST-CNN, spatiotemporal convolutional neural network; TCN, temporal convolutional network.
flow of operation, 0.41 (0.12) for overall performance, and 0.51 (0.10) for quality of final product. The architecture of the tool as a regression model is visualized in Figure 1.

**Sequence Modeling Key-Point Feature Representations**

To create a representation of an instrument using key points, we performed a preliminary subjective analysis for context. If automatically detecting key points and labeling segments were not sufficiently accurate, the temporal classifier meant to identify the dynamics of the surgical procedure would be negatively affected.

Examples of correct and incorrect segmentations are shown in Figure 2. Each image contains the original image overlaid with the segmentations created by the neural network. It is important to also consider the cases where either the segmentations or the associated class were incorrectly chosen.

Based on the qualitative analysis of frame-level segmentations in Figure 2, the results for this method were limited because of the inability of the segmentation model to yield consistent results across the constituent frames of each surgical clip. The estimated scores for the GRS categories demonstrate this; the per-category mean (RMSE) validation accuracies fluctuated between 0.32 (0.14) for time and motion to 0.54 (0.03) for suture handling.

## Discussion

In this study, modeling sequences with neural network embeddings provided state-of-the-art results in surgical action detection using only video input. The traditional key point representation, which use explicit representations of the instruments, was highly sensitive to the preliminary segmentation of the instruments and may not generalize well. Several studies have combined video and kinematic data to evaluate performance and recognize actions. For example, a study by Jin et al20 quantified operative skill using a deep neural network called Fast R-CNN21 with a subset of frames from the Modeling and Monitoring of Computer Assisted Interventions 2016 tools data set22 to detect surgical instruments in each frame. This neural network directly analyzed aspects of texture in the image to estimate the location of instruments as well as their trajectories, movement range, and economy of motion. On a set of 4 test videos, they distinguished between experienced and inexperienced

### Table 2. Surgical Skill Assessment Literature Review in Terms of Accuracy, Precision, Recall, and F1 Score, Given Kinematic or Video Input and Novice, Intermediate, and Expert Skill Levels

<table>
<thead>
<tr>
<th>Source</th>
<th>Data type</th>
<th>Scheme</th>
<th>Model</th>
<th>Metric</th>
<th>Surgical skill level, mean (RMSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Accuracy</td>
<td>Novice</td>
</tr>
<tr>
<td>Wang et al19</td>
<td>Kinematic</td>
<td>LOSO</td>
<td>CNN</td>
<td>0.93 (NA)</td>
<td>0.89 (NA)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Holdout</td>
<td>CNN</td>
<td>0.94 (NA)</td>
<td>0.75 (NA)</td>
</tr>
<tr>
<td>Embedding analysis</td>
<td>Video</td>
<td>LOSO</td>
<td>bi-LSTM (attention)</td>
<td>0.77 (0.14)</td>
<td>0.77 (0.14)</td>
</tr>
<tr>
<td>LOUO</td>
<td>Gated recurrent unit</td>
<td>Accuracy</td>
<td>0.70 (0.21)</td>
<td>0.70 (0.21)</td>
<td>0.70 (0.21)</td>
</tr>
<tr>
<td></td>
<td>Gated recurrent unit</td>
<td>Precision</td>
<td>0.91 (0.05)</td>
<td>0.48 (0.11)</td>
<td>0.70 (0.15)</td>
</tr>
<tr>
<td></td>
<td>Gated recurrent unit</td>
<td>Recall</td>
<td>0.76 (0.08)</td>
<td>0.67 (0.19)</td>
<td>0.75 (0.11)</td>
</tr>
<tr>
<td></td>
<td>Gated recurrent unit</td>
<td>F1 score</td>
<td>0.83 (0.05)</td>
<td>0.55 (0.12)</td>
<td>0.72 (0.13)</td>
</tr>
<tr>
<td>Key point representation analysis</td>
<td>Video</td>
<td>LOUO</td>
<td>bi-LSTM</td>
<td>0.73 (0.33)</td>
<td>0.73 (0.33)</td>
</tr>
<tr>
<td></td>
<td>LOUO</td>
<td>bi-LSTM</td>
<td>Accuracy</td>
<td>1.00 (0)</td>
<td>0.01 (0)</td>
</tr>
<tr>
<td></td>
<td>LOUO</td>
<td>bi-LSTM</td>
<td>Precision</td>
<td>0.47 (0.18)</td>
<td>0.29 (0.11)</td>
</tr>
<tr>
<td></td>
<td>LOUO</td>
<td>bi-LSTM</td>
<td>F1 score</td>
<td>0.64 (0.25)</td>
<td>0.02 (0.01)</td>
</tr>
</tbody>
</table>

Abbreviations: bi-LSTM, bidirectional long short-term memory; CNN, convolutional neural network; LOSO, leave-one-supertrial-out; LOUO, leave-one-user-out; NA, not applicable; RMSE, root mean square error.
surgeons. In contrast, we extracted more information across time, and instead of placing bounding boxes around regions of interest, we segmented each instrument at the pixel level, which allowed us to analyze orientation.

Skill assessment has been widely explored through analyzing kinematic data in robot-assisted surgeries. This type of data allows for classic machine learning methods to learn the inherent structure of the data. Wang and Fey and Hung et al used kinematic data acquired from the OnSite computer built into the DaVinci Robotic System and used neural networks to classify performance and, in the study by Hung et al, associated the results with patient outcomes, such as surgery time, estimated blood loss, length of stay, pelvic drainage volume, drainage tube duration, and Foley duration. DiPietro et al, Sefati et al, Forestier et al, and Gao et al leveraged a variety of classic and novel methods that used kinematic data to predict surgical gestures. These approaches quantified surgical skill assessment by applying a variety of traditional machine learning techniques to kinematic data exclusive to robot-assisted surgery. In contrast, our end-to-end model can estimate surgical performance directly from raw video, including standardized rating scores, such as the GRS.

Other studies by Twinanda et al, Tao et al, and Sahu et al inferred temporal associations from video and kinematics to detect surgical phase. These methods used video data to augment the available kinematic data and provide the models with additional context during training. The results improved on previous methods, which can be seen in Table 1.

Liu et al proposed another technique for gesture segmentation, using temporally and spatially coherent features from surgical clips. Sarikaya et al explored deep convolutional optical flow models for gesture recognition and claimed competitive results. These studies used video data to detect surgical phase, in contrast to the other approaches. This deep learning approach to extract visual cues directly from videos has been shown to provide competitive results. We not only exceeded the
performance of these models in surgical action detection using visual cues but also extended this approach to evaluating performance. Therefore, our methods would generalize to surgical procedures without robotic assistance and are the first to use purely visual cues to estimate validated performance scores and GRS6 scores directly from surgical video. Our results provide a framework to automatically evaluate performance during surgical tasks, which has the potential to provide feedback to surgeons, potentially in the context of effective curriculum creation and advanced surgical education.

Limitations
This study has limitations. In deep learning, large data sets are often required to sufficiently train models that can generalize to real world scenarios. Despite the utility of the Johns Hopkins University–Intuitive Surgical Gesture and Skill Assessment Working Set, larger data sets will be required to extensively test the proposed architectures. These data sets would ideally include a larger variety of procedures from more surgeons and would be recorded in actual surgical settings. The variability and subjectivity in the coding of coarse GRS performance scores can also make performance estimation challenging. If the labels are biased in any way, then they will infect the model trained from them.

Conclusions
In this study, our proposed neural network models inferred temporal patterns from surgical instrument motions and associated them with surgical gestures, actions, and performance-related cues given validated rating scales. The models achieved state-of-the-art results in both surgical action recognition and performance recognition, requiring only video data. These machine learning approaches obtained a mean precision of 91% and mean recall of 94% in detecting surgical actions, and a mean precision of 77% and mean recall of 78% in predicting the surgical skill level of operators. The use of video data alone for these predictions generalizes to other types of surgery, for which surgical robotic sensory data are not available.
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