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Abstract

IMPORTANCE A high level of surgical skill is essential to prevent intraoperative problems. One important aspect of surgical education is surgical skill assessment, with pertinent feedback facilitating efficient skill acquisition by novices.

OBJECTIVES To develop a 3-dimensional (3-D) convolutional neural network (CNN) model for automatic surgical skill assessment and to evaluate the performance of the model in classification tasks by using laparoscopic colorectal surgical videos.

DESIGN, SETTING, AND PARTICIPANTS This prognostic study used surgical videos acquired prior to 2017. In total, 650 laparoscopic colorectal surgical videos were provided for study purposes by the Japan Society for Endoscopic Surgery, and 74 were randomly extracted. Every video had highly reliable scores based on the Endoscopic Surgical Skill Qualification System (ESSQS, range 1-100, with higher scores indicating greater surgical skill) established by the society. Data were analyzed June to December 2020.

MAIN OUTCOMES AND MEASURES From the groups with scores less than the difference between the mean and 2 SDs, within the range spanning the mean and 1 SD, and greater than the sum of the mean and 2 SDs, 17, 26, and 31 videos, respectively, were randomly extracted. In total, 1480 video clips with a length of 40 seconds each were extracted for each surgical step (medial mobilization, lateral mobilization, inferior mesenteric artery transection, and mesorectal transection) and separated into 1184 training sets and 296 test sets. Automatic surgical skill classification was performed based on spatiotemporal video analysis using the fully automated 3-D CNN model, and classification accuracies and screening accuracies for the groups with scores less than the mean minus 2 SDs and greater than the mean plus 2 SDs were calculated.

RESULTS The mean (SD) ESSQS score of all 650 intraoperative videos was 66.2 (8.6) points and for the 74 videos used in the study, 67.6 (16.1) points. The proposed 3-D CNN model automatically classified video clips into groups with scores less than the mean minus 2 SDs, within 1 SD of the mean, and greater than the mean plus 2 SDs with a mean (SD) accuracy of 75.0% (6.3%). The highest accuracy was 83.8% for the inferior mesenteric artery transection. The model also screened for the group with scores less than the mean minus 2 SDs with 94.1% sensitivity and 96.5% specificity and for group with greater than the mean plus 2 SDs with 87.1% sensitivity and 86.0% specificity.

CONCLUSIONS AND RELEVANCE The results of this prognostic study showed that the proposed 3-D CNN model classified laparoscopic colorectal surgical videos with sufficient accuracy to be used for screening groups with scores greater than the mean plus 2 SDs and less than the mean minus 2 SDs. The proposed approach was fully automatic and easy to use for various types of surgery, and no
special annotations or kinetics data extraction were required, indicating that this approach warrants further development for application to automatic surgical skill assessment.


### Introduction

A high level of surgical skill is essential to prevent intraoperative problems, such as bleeding or tissue injury, and a significant association between surgical skill and postoperative outcomes has been shown, especially in the field of laparoscopic gastrointestinal surgery.\(^1\)\(^2\) Therefore, novice surgeons must be comprehensively trained to increase patient safety and to avoid adverse surgical outcomes. One important aspect of surgical education is surgical skill assessment, in which pertinent feedback facilitates efficient skill acquisition by novices.

However, surgical skill assessment remains challenging. Currently, surgical training programs aim to objectively evaluate the basic surgical skills of trainees by using tools such as the Objective Structured Assessment of Technical Skills\(^3\) and the Global Operative Assessment of Laparoscopic Skills\(^4\); however, these tools rely on the observations and judgments of individuals, which are inevitably associated with subjectivity and bias. Furthermore, those methods require the time and resources of an expert surgeon or trained rater. Therefore, automating the process of surgical skill evaluation may be necessary, and thus far, automation approaches have shown promise. However, although numerous efforts have been made to develop automatic surgical skill assessments (ASSAs), most of these methods require specific types of kinetics data, such as tool motion tracking,\(^5\)\(^7\) hand motion tracking,\(^8\)\(^9\) eye motion tracking,\(^10\)\(^11\) and muscle contraction analysis,\(^12\) and sensors or markers are required for data extraction.

Convolutional neural networks (CNNs) have become the dominant approach to solve problems in the field of computer vision. A CNN is a type of deep learning model with a remarkable ability to learn high-level concepts from training data, and it can mimic the human vision system. Convolutional neural networks have shown state-of-the-art performance in many computer vision tasks and have been gradually used in surgical fields, including in recognition tasks for steps, tools, and organs during laparoscopic surgery.\(^13\)\(^16\) Because CNN can automatically extract kinetics data during surgery without the use of any sensors or markers, it has also been applied to ASSA\(^17\)\(^21\); however, ASSA based on kinetics data requires a time-consuming annotation process to construct the training data set. In addition, because this ASSA method is applied mainly to target actions, such as suturing and knot tying, it is uncertain whether its results truly reflect practical surgical skills.

Recently, 3-dimensional (3-D) CNN models that capture both spatial and temporal dimensions have been proposed and used for human action recognition tasks on videos.\(^22\)\(^23\) The use of 3-D CNN enables the analysis of laparoscopic surgical videos as dynamic images instead of as static images; therefore, 3-D CNN can be applied to ASSA using the full information obtained from laparoscopic surgical videos. This assessment process is considered convincing because it also involves manual assessment based not only on kinetics data but also on full video information.

The objectives of the present study were to develop a 3-D CNN model for ASSA of laparoscopic colorectal surgery using intraoperative videos and to evaluate the automatic skill classification performance of the proposed model. To our knowledge, this is the first effort to develop ASSA for actual surgery using a 3-D CNN-based approach. We also evaluated whether the classification results could be used for automatically screening groups by mean scores less than −2 SDs and greater than 2 SDs.
Methods

This study followed the reporting guidelines of the Standards for Quality Improvement Reporting Excellence (SQUIRE) and the Standards for Reporting of Diagnostic Accuracy (STARD). The protocol for this study was reviewed and approved by the Ethics Committee of the National Cancer Center Hospital East. This study conforms to the provisions of the Declaration of Helsinki, 1964 (as revised in Brazil in 2013). Informed consent was obtained from all participants in the form of an opt-out choice, in accordance with the Good Clinical Practice guidelines of the Ministry of Health and Welfare of Japan. No one received compensation or was offered any incentive for participating in this study.

Video Data Set

The video data set included 650 intraoperative videos of laparoscopic colorectal surgery (sigmoid-colon resection or high anterior resection) obtained from the Japan Society for Endoscopic Surgery (JSES). The JSES established an Endoscopic Surgical Skill Qualification System (ESSQS) and started examinations in 2004. Since then, nonedited videos have been submitted every year by candidates for examination, and the submissions are assessed by 2 judges in a double-blind manner, with strict criteria for the qualification of candidates. Therefore, every video in the data set had highly reliable scores for surgical skill assessment. In the ESSQS, evaluation criteria are divided into 2 categories: common criteria, which correspond to basic endoscopic techniques that are commonly used for all procedures, and organ-specific criteria, which correspond to special endoscopic surgical techniques for individual organs. These criteria are allotted 60 and 40 points, respectively. The evaluation is focused on surgical techniques and camera work, and a total score of 70 points is designated the minimum for qualification. The details of the common and procedure-specific criteria are given in eTable 1 and eTable 2 in the Supplement, respectively. The videos were submitted to the JSES from different parts of Japan between 2016 and 2017, and the JSES did not disclose any information on patients, surgeons, or intraoperative and postoperative outcomes.

Preprocessing

After manually eliminating scenes unrelated to the surgeon’s skill, such as extracorporeal scenes and exposure scenes, the following 4 surgical steps were targeted in the present study: medial mobilization, lateral mobilization, inferior mesenteric artery (IMA) transection, and mesorectal transection. These steps are described in the Box. The learning process of the proposed 3-D CNN model is illustrated in Figure 1. Initially, each video was split into 8-second video fragments, each of which was further split into 80-frame consecutive static images and input into the model. Finally, 5 consecutive 8-second video fragments were aggregated and analyzed as 40-second video clips. Each static image was down-sampled from a resolution of 1280 × 720 pixels to a resolution of 224 × 224 pixels for preprocessing.

Because predicting the exact ESSQS score or a pass or fail classification was expected to be difficult even with a 3-D CNN, we focused on screening for groups with extremely low scores or with extremely high scores in this study. Based on ESSQS scores (range, 0-100 points), 650 intraoperative videos were divided into the following 3 score groups: scores less than the difference between the mean and 2 SDs (approximated as <50 points), scores within the range spanning the mean plus or minus the SD (approximated as 55-75 points), and scores greater than the sum of the mean and 2 SDs (approximated as >80 points). For 650 collected videos, the numbers of cases in the groups with scores less than the mean minus 2 SDs and scores greater than the mean plus 2 SDs were markedly fewer than in the group with scores within 1 SD of the mean. Because interclass imbalance can increase the difficulty of a classification task, we limited the number of videos used in this study to 74. Thus, from the groups with scores less than the mean minus 2 SDs, within 1 SD of the mean, and greater than the mean plus 2 SDs, 17, 26, and 31 videos were randomly extracted, respectively. Furthermore, from every step in every video, five 40-second video clips were randomly extracted. In total, 1480 video clips were used in this study.

<table>
<thead>
<tr>
<th>Box. Descriptions of Surgical Steps in Laparoscopic Colorectal Surgery</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Medial mobilization:</strong></td>
</tr>
<tr>
<td>Approach to mesocolon from medial side</td>
</tr>
<tr>
<td>Total mesorectal excision on right or posterior side</td>
</tr>
<tr>
<td><strong>Lateral mobilization:</strong></td>
</tr>
<tr>
<td>Approach to mesocolon from lateral side</td>
</tr>
<tr>
<td>Total mesorectal excision on left side</td>
</tr>
<tr>
<td><strong>Inferior mesenteric artery transection:</strong></td>
</tr>
<tr>
<td>Approach to inferior mesenteric artery root for dissection and transection</td>
</tr>
<tr>
<td><strong>Transection of mesorectum:</strong></td>
</tr>
<tr>
<td>Approach to mesorectum for transection toward rectal transection line</td>
</tr>
</tbody>
</table>
Three-Dimensional CNN Model
We used a 3-D CNN model called the Inception-v1 3D 2-stream model (RGB [red, green, and blue] plus optical flow)\textsuperscript{23} for the automatic surgical skill classification task. The model was pretrained on the ImageNet data set\textsuperscript{26} and the Kinetics data set.\textsuperscript{27} ImageNet contains more than 14 million manually annotated images in more than 20,000 typical categories, such as balloon and strawberry, with several hundred images per category. Kinetics, one of the largest human-action video data sets available, consists of 400 action classes, with at least 400 video clips per class.

Computer Specification
A computer equipped with an Nvidia Quadro GP 100 graphics processing unit with 16 GB of video RAM (Nvidia) and an Intel Xeon E5-1620 v4 central processing unit at 3.50 GHz with 32 GB of RAM was used for model training. All modeling procedures were performed using source code written in Python 3.6 (Python Software Foundation) based on an open-source surgical skill assessment package for 3-D CNN.\textsuperscript{28}

Evaluation
After model training, automatic surgical skill classification was performed for each video clip in the test set, and the output (ie, prediction) was any of the following labels: “Ave − 2 SD score,” “Ave ± SD score,” and “Ave + 2 SD score.” Classification accuracy was calculated for each surgical step as (true positive + true negative) / (true positive + false positive + false negative + true negative).

To evaluate the screening performance of the proposed model on the group with scores less than the mean minus 2 SDs, sensitivity and specificity were calculated for each condition based on the number of “Ave − 2 SD score” outputs. For example, if the threshold value was set at 2, the cases with a predicted output of “Ave − 2 SD score” in more than 2 surgical steps were judged as

Figure 1. Learning Process of the Proposed 3-Dimensional Convolutional Neural Network (3-D CNN) Model

Mean − 2 SDs indicates the group with scores less than the mean minus 2 SDs; Mean ± SD, scores within 1 SD of the mean; and Mean + 2 SDs, scores greater than the mean plus 2 SDs.
belonging to the group with scores less than the mean minus 2 SDs. The area under the receiver
operating characteristic (AUROC) curve was then calculated. Similarly, the sensitivity, specificity, and
AUROC curve for screening the group with scores greater than the mean plus 2 SDs were also
calculated.

**Validation**
The data set was divided into training and test data sets and validated using the leave-one-
supertrial-out scheme. In this validation scheme, 1 of every 5 video clips was extracted and
included in the test data set, resulting in 1184 and 296 video clips in the training and test data sets,
respectively. None of the video clips included in the training data set were included in the test data
set, and to reduce the similarity, consecutive video clips had an interval of at least 20 seconds and
were not continuous.

**Statistical Analysis**
All data and statistical analyses were conducted from June to December 2020. Analyses were
performed using EZR, version 1.41 (Saitama Medical Center, Jichi Medical University), which is a

**Results**

**Surgical Skill Assessment Score**
The mean (SD) ESSQS score of all 650 intraoperative videos was 66.2 (8.6) points, and the exact
value was 48.9 points for the group with scores less than the mean minus 2 SDs, 57.6 to 74.9 points
for the group with scores within 1 SD of the mean, and 83.5 points for the group with scores greater
than the mean plus 2 SDs. The ESSQS score distribution for the entire cohort is shown in **Figure 2**.
The mean (SD) scores were as follows: 67.6 (16.1) points for the 74 intraoperative videos used in this
study, 42.8 (5.1) points for the 17 videos in the group with scores less than the mean minus 2 SDs, 65.1
(1.4) points for the 26 videos in the group with scores within 1 SD, and 83.3 (3.0) points for the 31
videos in the group with scores greater than the mean plus 2 SDs.

**Automatic Surgical Skill Classification**
The results of the 3-D CNN–based automatic surgical skill classification are shown in **Figure 3** as a
confusion matrix. The mean (SD) accuracy of classification into the 3 different score groups was
75.0% (6.3%). Furthermore, the classification accuracies were 73.0% for medial mobilization, 74.3%
for lateral mobilization, 83.8% for IMA transection, and 68.9% for mesorectal transection.

---

**Figure 2. Endoscopic Surgical Skill Qualification System Score Distribution**

Distribution of scores for intraoperative videos of laparoscopic colorectal surgery submitted to the Japan Society for Endoscopic Surgery from 2016 to 2017.

---
Automatic Screening for Score Groups Beyond 2 SDs

The receiver operating characteristic curves for the screening of the groups with scores less than the mean minus 2 SDs and greater than the mean plus 2 SDs are shown in Figure 4. For the group with scores less than the mean minus 2 SDs, the sensitivity of the screening was 94.1% and specificity was 96.5% when the threshold value was 2 (ie, when the label “<Ave − 2 SD score” was output for 2 or more surgical steps), and the intraoperative video was judged as belonging to the group with scores less than the mean minus 2 SDs. The sensitivity and specificity were 100% and 77.2%, respectively, when the threshold value was 1; 76.5% and 100% when the threshold value was 3; and 17.6% and 100% when the threshold value was 4. The AUROC for the screening of the group with scores less than the mean minus 2 SDs was 0.989.

Similarly, for the group with scores greater than the mean plus 2 SDs, the screening sensitivity was 87.1% and the screening specificity was 86.0% when the threshold value was 2 (ie, when the label “>Ave + 2 SD score” was output for 2 or more surgical steps), and the intraoperative video was judged as belonging to the group with scores greater than the mean plus 2 SDs. The sensitivity and specificity were 96.8% and 60.5%, respectively, when the threshold value was 1; 61.3% and 100% when the threshold value was 3; and 29.0% and 100% when the threshold value was 4. The AUROC for the screening of the group with scores greater than the mean plus 2 SDs was 0.934.

Discussion

In this study, we successfully developed a 3-D CNN–based automatic surgical skill classification model and showed that the proposed model automatically classified intraoperative videos into groups with scores less than the mean minus 2 SDs, within 1 SD of the mean, and greater than the mean plus 2 SDs with a mean (SD) accuracy of 75.0% (6.3%). The highest accuracy was 83.8%, which was for IMA.
transection. Furthermore, based on the classification results, the proposed model could screen for
the group with scores less than the mean minus 2 SDs with 94.1% sensitivity and 96.5% specificity,
and for the group with scores greater than the mean plus 2 SD with 87.1% sensitivity and 86.0%
specificity. These results suggest that 3-D CNN may be applied to not only human-action recognition
but also ASSA.

Numerous studies have thus far been conducted in the field of computer vision on human-
action recognition using video data sets, and state-of-the-art accuracy is being updated with new
studies reported frequently, however, these technologies have not been widely applied to the
field of surgery. To our knowledge, this is the first study to use 3-D CNN for actual laparoscopic
surgical skill assessment.

The most significant feature of the proposed approach using a 3-D CNN is that intraoperative
videos may be analyzed as dynamic images instead of static images. In most previous studies,
because information obtained from static images was limited, kinematic features of tracked hand or
instrument movements had to be extracted to increase the available information. However, when
we actually evaluate surgical skill, we do not necessarily observe only the surgeon’s hand or
instrument. The ASSA approaches based only on video data, without using kinetics data, have also
been studied in recent years. Those approaches used 2-D CNN and attempted to extract not
only spatial features but also temporal features. However, in those approaches, each analysis was
performed on static images, and surgical skill assessment based on static image analysis is considered
difficult. In addition, those studies were performed on video data sets consisting only of basic
surgical tasks, including suturing, needle passing, and knot tying; therefore, it is still unclear whether
those approaches could be applied to actual surgical skill assessment. By contrast, the proposed
approach for ASSA based on 3-D CNN considers information obtained from both entire images and
surgical flow. Spatiotemporal video analysis is quite similar to the manual skill assessment process
and is considered to be convincing as an ASSA approach.

The results of the present study suggest that ASSA using 3-D CNN is suitable for the IMA
transection surgical step. In left colectomy and rectal surgery, IMA root dissection and transection
procedures are crucial because they may cause major bleeding; in addition, these procedures may
affect curability in lymph-node dissection. Because many tiny vessels are present around the IMA
root, oozing occurs easily with rough procedures; consequently, the surgical area tends to become
wet and reddish. Because meticulous procedures are required in this surgical step, it is considered to
truly reflect a surgeon’s skill, specifically in terms of dexterity and awkwardness. However, any
hypothesizes about the suitability of ASSA using 3-D CNN for the IMA transection surgical step should
be verified in future studies.

In the field of deep learning–based computer vision, technology innovations have been
reported frequently, and new CNN models are actively being developed. Therefore, further
improvements in the accuracy and generalizability can be expected with advances in deep learning-
based computer vision. In future studies, by using videos with score information for each evaluation
item (eg, respect for tissue, time and motion, and instrument handling) and by performing
classification tasks for each evaluation item, surgeons may obtain classification results for each
evaluation item, which may lead to constructive feedback and to the further development of
the ASSA.

Strengths and Limitations
As mentioned previously, although the classification accuracy is associated with the characteristics
of the surgical step, one of the strengths of the proposed ASSA method is that it can eliminate time-
consuming annotation processes. In most research on ASSA using computer vision, the areas or tips
of surgical instruments have to be annotated to extract the kinetics data of surgical instruments.
Such methods could be significantly affected by the recognition accuracy of surgical instruments. By
contrast, the proposed approach may be applied as long as intraoperative videos have information
about surgeons’ experience or reliable scores. Furthermore, the proposed approach may easily be
applied to other types of surgery, regardless of the surgical field or type of instruments used during the surgery. Since 2004, the JSES has used video examinations based on ESSQS, and only 20% to 30% of ESSQS examinees pass each year. Currently, less than 10% of general surgeons in Japan are ESSQS-certified. With regard to the reliability of the scores used in this study, the video examination is based on anonymized unedited random video reviews and scoring by 2 or 3 expert laparoscopic surgeons designated by the JSES; therefore, the scores are considered highly reliable.

This study has a few limitations. First, the validation scheme leave-one-supertrial-out was the method used to evaluate the performance of the deep learning model for ASSA. To reduce the similarity between video clips, consecutive clips had an interval of at least 20 seconds and were not continuous. However, video clips extracted from the same surgery were included in both the training and test data sets. Therefore, the generalizability of the proposed model for unseen surgical procedures and surgeons could not be reliably established in this study. To show generalizability to a real-world setting, further validation is needed using a data set consisting of completely new intraoperative videos of surgical procedures performed by surgeons that the model was not trained on. Second, this is a proof-of-concept study, and practical application was not examined. With a classification accuracy of 75.0%, it would be unacceptable to use the proposed model for ASSA in a real-world setting. In the JSES, many expert surgeons are tasked with reviewing multiple surgical videos every year, which is a time-consuming and labor-intensive task. To reduce their burden, we envision the development of an automatic screening system for surgical skill as a feasible and valuable next step. Third, although the video data set used in this study contained multi-institutional intraoperative videos, all videos were collected from Japanese hospitals, and the ESSQS by the JSES is not widely used worldwide for surgical skill assessment. Further validation using an international video data set and other surgical skill assessment tools is desirable.

Conclusions

This study showed the feasibility of applying a deep learning-based 3-D CNN model to ASSA. In an automatic classification task categorizing ESSQS scores into 3 groups, the accuracy of the proposed model was 75.0%. Although the accuracy was insufficient for practical applications, the screening performance for groups with scores less than the mean minus 2 SDs and greater than the mean plus 2 SDs was quite high, and the model appeared effective in detecting very poor and good surgical skills. Further improvement is needed to consider the practical application of such a model.

The proposed approach is fully automatic and requires no special annotation, extraction of kinetics data, or sensors. Furthermore, it can be easily used in various types of surgery because its scalability and adaptability are quite high. Therefore, the proposed method warrants further development for future use in the field of surgical skill assessment.
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**SUPPLEMENT.**

eTable 1. Four Categories of Common Criteria (60 Points)
eTable 2. Procedure-Specific Criteria for Sigmoidectomy (2 Points Allotted for Each Item)